Performance of deep neural network-based artificial intelligence method in diabetic retinopathy screening: a systematic review and meta-analysis of diagnostic test accuracy
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Abstract

Objective: Automatic diabetic retinopathy screening system based on neural networks has been used to detect diabetic retinopathy (DR). However, there is no quantitative synthesis of performance of these methods. We aimed to estimate the sensitivity and specificity of neural networks in DR grading.

Methods: Medline, Embase, IEEE Xplore, and Cochrane Library were searched up to 23 July 2019. Studies that evaluated performance of neural networks in detection of moderate or worse DR or diabetic macular edema using retinal fundus images with ophthalmologists' judgment as reference standard were included. Two reviewers extracted data independently. Risk of bias of eligible studies was assessed using QUDAS-2 tool.

Results: Twenty-four studies involving 235,235 subjects were included. Quantitative random-effects meta-analysis using the Rutter and Gatsonis hierarchical summary receiver operating characteristics (HSROC) model revealed a pooled sensitivity of 91.9% (95% CI: 89.6% to 94.3%) and specificity of 91.3% (95% CI: 89.0% to 93.5%). Subgroup analyses and meta-regression did not provide any statistically significant findings for the heterogeneous diagnostic accuracy in studies with different image resolutions, sample sizes of training sets, architecture of convolutional neural networks, or diagnostic criteria.

Conclusions: State-of-the-art neural networks could effectively detect clinical significant DR. To further improve diagnostic accuracy of neural networks, researchers might need to develop new algorithms rather than simply enlarge sample sizes of training sets or optimize image quality.

Introduction

Diabetic retinopathy (DR) is a common complication of diabetes affecting one-third of diabetic people (1). In 2010, 0.8 million people were blind and 3.7 million people suffered from moderate to severe visual impairment owing to DR (2). With life expectancy extending around the world, the increased prevalence and duration of diabetes mellitus would lead to an growing population suffered from DR and pose...
a huge challenge to the healthcare system and the society (3).

The harmful effect of DR to visual acuity can be effectively minimized by early detection and treatment. A number of developed countries have conducted DR screening programs, in which the severity was assessed and suggestions of examination frequency and treatment were provided accordingly (4). These interventions have been proved to effectively control the incidence of visual impairment (5). However, DR screening requires financial supports, specialized equipment, strict quality control, and highly technical ophthalmologists, which limit the undertaking of screening programs in developing countries. Taking India for instance, only 18–35% of diabetic patients ever received an eye examination (6).

The development of artificial intelligence might help to narrow the gap between the enormous demand for screening and limited healthcare resources (7). Since Hinton’s study on deep belief network in 2006 (8), the neural network, which is composed of numerous interconnecting neurons and simulates the thinking of human brain, has evolved quickly and showed high accuracy in image recognition compared with previous algorithms (8). Automatic screening systems based on neural networks have been used to distinguish between no referable DR and referable DR, and the latter would be referred to ophthalmologists for further examination (9, 10). These automatic systems have good performance and could substantially reduce doctor’s workload (11). However, there is no quantitative synthesis of diagnostic accuracy of these methods. Researchers tried different ways, including but not limited to improving image quality, expanding sample sizes, and optimizing algorithms, to raise diagnostic accuracy but got conflicting results (12).

We aimed to conduct a systematic review and meta-analysis to quantitatively analyze the diagnostic accuracy of the neural network in detecting referable DR in patients with diabetes mellitus and investigate the factors that affect diagnostic accuracy.

**Methods**

**Data sources and searches**

Medline, Embase, the Cochrane Library (including Cochrane Central Register of Controlled Trials and other databases for technology assessments, economic evaluations, etc.), and IEEE Xplore were used to retrieve the potential eligible studies up to 23 July 2019. Supplementary

Table 1 (see section on supplementary materials given at the end of this article) shows the detailed search strategy that combined free texts and MeSH terms relating to the target condition (diabetic retinopathy) and the index tests (neural networks). We also manually checked the reference lists of relevant publications including reviews and commentaries to include eligible studies.

**Study selection**

Studies were eligible if they met the following pre-specified inclusion criteria: using neural networks to detect referable DR and evaluating the accuracy of it, comparing the index test with ophthalmologists’ diagnosis as reference standard, making diagnosis based on retinal images captured by fundus photography without assistance of other medical records, and providing sufficient information for quantitative data synthesis. The definition of referable DR is worse than mild nonproliferative diabetic retinopathy according to the International Clinical Diabetic Retinopathy (ICDR) disease severity scale, or Early Treatment Diabetic Retinopathy Study (ETDRS) level 35 or higher. Diabetic macular edema defined as any hard exudates within 1 disc diameter of the macula according to ETDRS is considered as referable DR as well (13).

Two reviewers independently screened the titles and the abstracts of the citations from the literature search. The full texts of potentially relevant studies were further screened for final inclusion. Disagreements were resolved by discussion between two investigators (S W and S L).

**Data extraction and quality assessment**

The data were extracted independently by two reviewers including study characteristics (authors and year of publication); characteristics of sample set (data sources, sampling method, age, sex, and resolution of retinal images); characteristics of the index test (algorithms, and number of images used in model training); characteristics of reference standard (diagnostic criteria and number and qualification of ophthalmologists); and accuracy data (number of true positives, true negatives, false positives, and false negatives). If authors in the original studies reported the sensitivity and specificity under multiple thresholds, we extracted the accuracy data under the threshold with the largest Youden’s index, defined as the sum of sensitivity and specificity minus 1 (14). When there were only two thresholds reported, the data with higher sensitivity was extracted, since the screening test
required better sensitivity compared to specificity (15, 16). If different diagnostic criteria were compared in the same study (17), we only included the criteria which were most commonly reported in other eligible studies to keep the homogeneity of the meta-analysis. We assessed the risk of bias in patient selection, index test, reference standard, and flow and timing of each study using QUADAS-2 (18). According to the Cochrane Handbook for Diagnostic Tests Review, there was not an universally accepted method to detect publication bias in reviews of diagnostic studies, and the methods used in reviews of randomized controlled trials did not apply to reviews of diagnostic studies, so we did not assess publication of bias in our study (19).

Data synthesis and analysis

Extracted two-by-two data were first graphically showed in the forest plot with the point estimate of sensitivity and specificity and their 95% CIs. Considering the unclear and heterogeneous thresholds for diagnosing DR in different neural network methods, we conducted a quantitative random-effects meta-analysis using the Rutter and Gatsonis hierarchical summary receiver operating characteristics (HSROC) model to combine the SROC curves (19). This method is recommended by the Cochrane Collaboration for the data synthesis of diagnostic accuracy (19). Briefly, the HSROC model assumes that each reported data in the 2-by-2 table represents a point on the ROC from the original research. The ROCs from each original research are sampling estimates of the population-level ROC, and the population-level ROC is the purpose of the data synthesis. Hence, data in the 2-by-2 tables can be used to build a model allowing the fixed-effect and random-effects to estimate the population-level ROC. This ROC is defined as the summary ROC (20), from which all pairs of sensitivity and specificity at different diagnostic thresholds can be retrieved. This model does not require the same threshold as in the original research, since the variation of the thresholds has already modeled as the threshold effect (reflected by ‘β’). In our review, the combined sensitivity and specificity with corresponding 95% CIs were retrieved from the SROC curves using the largest Youden’s index (19). We plotted the combined curve and the optimum diagnostic threshold with corresponding 95% confidence region and 95% prediction region.

Subgroup analyses and meta-regression were used to explore the between-study heterogeneity. We explored the following sources of heterogeneity: image resolution, sample size of training set, diagnostic criteria, and architecture of convolutional neural networks (CNN). All covariates used in subgroup analyses were identified a priori. Potential source of heterogeneity was included in the HSROC model as a covariate following the recommendations from the Cochrane Handbook for Diagnostic Tests Review (19). We regarded the factor as a source of heterogeneity if the coefficient of the covariate in the HSROC model was statistically significant. Combined sensitivity and specificity with the corresponding 95% CIs in subgroups were estimated using the model with the covariate.

We performed sensitivity analyses to evaluate the robustness of our main findings by exploring the effect of excluding studies only considering referable DR as target condition without assessing the existence of diabetic macular edema and those not using deep learning method or not reporting the architecture they used. All the data analyses were conducted in RevMan 5.3 and SAS University Edition with two-tailed probability of type I error of 0.05 (α=0.05).

Results

Of the 2135 records identified by electronic searches and 19 by hand search, 298 full-text articles were assessed for eligibility and 24 studies in 19 publications met our criteria for inclusion (Supplementary Fig. 1), among which de la Torre et al. (21), Gulshan et al. (16, 22), Ramachandran et al. (23), and Voets et al. (15) included two studies using different sample sets in one publication, respectively.

Characteristics of eligible studies

The total number of subjects tested in included studies was 235 235. Fourteen studies used images from public databases (EyePACS, DIARETDB1, Messidor, and Messidor-2) (14, 15, 16, 21, 23, 24, 25, 26, 27, 28, 29) and ten studies obtained their images in local screening programs or hospitals (17, 22, 23, 30, 31, 32, 33, 34, 35). Eleven studies described the demographic characteristics of their study population, of whom the mean age was 54.4 to 63 and the percentage of males was 37.8% to 67.2% (16, 17, 22, 24, 26, 30, 31, 33, 34). Sixteen studies reported resolutions of images ranging from 224×224 to 5184×3456 pixels (14, 15, 16, 21, 23, 24, 25, 27, 28, 31, 32, 33). Apart from two studies not reporting the neural network architecture they used (23) and one study using Bayesian regularisation backpropagation neural network (25), the other 21 studies applied CNN in referable DR detection. Overall, five types of CNN-based models and...
systems were reported in 19 studies. Four studies used IDx-DR (17, 24, 30, 34), ten studies used inception architecture (15, 16, 22, 26, 28, 31, 32), two studies used VGGNet (27, 35), one study used net B ensemble network (14), and one study used EyeArt system (29). The number of images used to train the algorithms was reported in 18 studies ranging from 10 000 to 1 665 151 (15, 16, 21, 22, 24, 25, 26, 27, 28, 29, 30, 31, 32, 35, 36). Fifteen studies defined referable DR as moderate nonproliferative diabetic retinopathy, severe nonproliferative diabetic retinopathy, proliferative diabetic retinopathy, and diabetic macular edema (15, 16, 17, 21, 22, 23, 24, 29, 30, 33, 34), while the other nine studies did not evaluate the existence of macular edema and therefore did not include it in the definition of referable DR (14, 21, 25, 26, 27, 28, 31, 32, 35). Supplementary Table 2 shows the detailed characteristics of included studies.

Risk of bias assessment of eligible studies

Supplementary Tables 2 and 3 show the results of the risk of bias assessment of included studies. Regarding to patient selection, risk of bias was low in 11 studies (15, 16, 17, 21, 22, 29, 31, 32, 33, 34), unclear in 11 studies due to the insufficient information describing the sampling method (14, 15, 16, 21, 23, 24, 25, 26, 27, 28), and high in two studies resulting from a enrichment strategy and a case-control design (24, 35). With respect of reference standard, neural networks’ screening was based on algorithms without knowledge of the doctors’ diagnosis in all studies, though seven studies were judged as high risk of bias owing to a post-specified threshold (14, 15, 22, 23). As for reference standard, risk of bias was low in 14 studies (15, 16, 17, 21, 22, 23, 24, 29, 30, 33, 34) and high in 10 studies for the reason that ophthalmologists made diagnosis referring to neural networks’ decisions (2/10) (22, 31) and diabetic macular edema was not included in the reference standard (9/10) (14, 21, 25, 26, 27, 28, 31, 32). Because both artificial intelligence and human experts assessed the same images captured at a same time point, there was no time interval between reference standard and index test. Besides, all images received the same reference standard and were included in the final analysis. Therefore, we considered all studies had a low risk in the domain of flow and timing.

Meta-analysis

Figure 1 shows the paired forest plot for sensitivity and specificity with corresponding 95% CIs for each study. Eligible studies were further combined using the HSROC model, and the SROC curve is shown in Fig. 2 with the 95% confidence region and 95% prediction region. We calculated the following summarized estimates using the HSROC model: sensitivity 91.9% (95% CI: 89.6% to 94.3%), specificity 91.3% (95% CI: 89.0% to 93.5%), positive likelihood ratio 10.5 (95% CI: 7.7 to 13.4), negative likelihood ratio 0.09 (95% CI: 0.06 to 0.12), and diagnostic odds ratio 119.0 (95% CI 60.8 to 177.2).

Sources of heterogeneity

Table 1 shows the detailed results of subgroup analyses exploring the potential source of between-study heterogeneity. We found no association between neural networks’ accuracy and image resolution, sample size of training sets, type of CNN models, and diagnostic criteria.

Sensitivity analysis

After excluding nine studies which did not consider diabetic macular edema as target condition...
(95% CI: 89.1% to 94.3%) and specificity was 90.0% (95% CI: 87.2% to 92.7%). After excluding three studies whose neural networks were unclear or not in-depth (23, 25), pooled sensitivity was 91.7% (95% CI: 89.1% to 94.2%) and specificity was 91.4% (95% CI: 89.1% to 93.8%). These estimates were similar with the main findings in the whole dataset, and hence, we did not find the evidence that the overall combined estimates were influenced by either target condition different from our review questions or non-deep neural networks.

**Discussion**

To the best of our knowledge, this is the first systematic review and meta-analysis assessing the diagnostic utility of neural networks in DR. Our study shows that the neural network methods can correctly detect 91.9% (95% CI: 89.6% to 94.3%) of the patients with referable DR and exclude 91.3% (95% CI: 89.0% to 93.5%) of patients without referable DR. These results are superior to the pooled sensitivity and specificity demonstrated in previous meta-analyses on computer aided diagnosis of melanoma and breast cancer (37, 38, 39) and implied application prospects of artificial intelligence in DR screening.

We compared the performance of five CNN models in subgroup analyses and found no significant difference among them. The IDx-DR subgroup was attention-worthy as it was the first artificial intelligence system approved by the US Food and Drug Administration (40). Several studies recruiting patients from different background were conducted to assess the performance of it in clinical use, but there have been no studies that summarized those results quantitatively. We provided

---

**Table 1** Subgroup analyses for the accuracy of automatic detection of diabetic retinopathy using neural networks.

<table>
<thead>
<tr>
<th>Subgroup variables</th>
<th>Number of eligible studies</th>
<th>Sensitivity, % (95 CI)</th>
<th>Specificity, % (95 CI)</th>
<th>P for interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image resolution</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;1 million pixels</td>
<td>7</td>
<td>91.8 (88.2 to 95.3)</td>
<td>86.9 (80.8 to 93.0)</td>
<td>0.20</td>
</tr>
<tr>
<td>≥1 million pixels</td>
<td>9</td>
<td>92.5 (89.6 to 95.4)</td>
<td>92.5 (89.2 to 95.8)</td>
<td></td>
</tr>
<tr>
<td>Sample size of training set</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;75 000</td>
<td>8</td>
<td>91.6 (87.9 to 95.2)</td>
<td>91.3 (87.0 to 95.7)</td>
<td>0.61</td>
</tr>
<tr>
<td>≥75 000</td>
<td>10</td>
<td>93.3 (90.6 to 95.9)</td>
<td>91.4 (87.6 to 95.2)</td>
<td></td>
</tr>
<tr>
<td>CNN model/System</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IDx-DR</td>
<td>5</td>
<td>86.3 (77.5 to 95.2)</td>
<td>89.6 (83.2 to 96.1)</td>
<td>0.57</td>
</tr>
<tr>
<td>Inception</td>
<td>10</td>
<td>92.9 (89.7 to 96.0)</td>
<td>92.4 (89.2 to 95.5)</td>
<td></td>
</tr>
<tr>
<td>EyeArt</td>
<td>1</td>
<td>91.3 (80.5 to 100.0)</td>
<td>91.1 (80.1 to 100.0)</td>
<td></td>
</tr>
<tr>
<td>VGGNet</td>
<td>2</td>
<td>96.0 (91.9 to 100.0)</td>
<td>90.4 (81.3 to 99.5)</td>
<td></td>
</tr>
<tr>
<td>net B</td>
<td>1</td>
<td>89.0 (75.5 to 100.0)</td>
<td>93.4 (84.8 to 100.0)</td>
<td></td>
</tr>
<tr>
<td>Diagnostic criteria</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICDR</td>
<td>19</td>
<td>92.2 (89.5 to 94.8)</td>
<td>91.5 (89.0 to 94.0)</td>
<td>0.46</td>
</tr>
<tr>
<td>ETDRS</td>
<td>4</td>
<td>90.6 (83.6 to 97.5)</td>
<td>89.1 (82.4 to 95.7)</td>
<td></td>
</tr>
</tbody>
</table>

*The image resolution was calculated by multiplying pixel columns and pixel rows. If images of different resolution were used, average resolution was calculated.

CNN, convolutional neural network; ETDRS, Early Treatment Diabetic Retinopathy Study; ICDR, International Clinical Diabetic Retinopathy.
the quantitative evidence of the guaranteed accuracy of IDx-DR using meta-regression. As for other CNN models, our results showed that they might have great potential in clinical application with diagnostic accuracy as good as IDx-DR.

We found no relationship between diagnostic accuracy and image resolution, which contradicted to a previous study on microaneurysms (41). It was generally assumed that high-resolution images could provide more details about lesions and so made it easier to identify (42). Nevertheless, it has been reported that there existed a threshold from which an increase in resolution would not lead to better diagnosis accuracy (42, 43, 44, 45). In addition to image quality, we found no subgroup effect regarding to sample size of training sets. Since it is time-consuming and expensive to accumulate and train algorithms with a large amount of high-resolution labeled data, it might be cost effective if we could find a minimum requirement for image resolution and sample size of training set (46, 47). This finding could be clinically significant from the perspective of rare disease, of which the number of cases is limited. Notwithstanding, it is noteworthy that although there was no significant difference, the subgroup with larger sample size and higher image resolution showed higher sensitivity and specificity. More research is needed before we draw the conclusion regarding to the influence of sample size and image resolution.

The diagnostic accuracy of neural networks might not be influenced by the criteria used in experts’ diagnosis, which was reasonable because ICDR was developed on the basis of ETDRS and there is a corresponding relation between these two scales (48). Our results suggested that the agreement between ICDR and ETDRS still exists when it comes to artificial intelligence diagnosis. For the reason that ICDR is easier and more widely used in daily clinical work, it might be suitable to use ICDR as criteria when developing and evaluating computer-assisted screening systems, though ETDRS is regarded as gold standard (48).

Given what was previously mentioned, we found no subgroup effects of the factors commonly supposed to influence the diagnostic accuracy. It suggested that the development of neural networks might have hit a plateau and that it might be difficult to further optimize diagnostic accuracy through existing methods without technology innovation. In November 2019, Xie et al. put forward a new self-training model. Unlike common models trained with supervised learning, this new model made use of large quantities of unlabeled images and improved the diagnostic accuracy by one percentage point (49). The emerging new methods provide a probability for diagnostic accuracy improvement.

The diagnostic performance of neural networks on macular edema should be of concern. Although the prevalence of macular edema rises as the severity of DR increases, it actually can be observed in all stages of DR (50). In sensitivity analysis, the high pooled diagnostic accuracy of 15 studies including macular edema in target conditions reflected the capability of neural networks in macular edema detection. Further studies that directly evaluate the diagnostic accuracy of neural networks on macular edema should be done. Moreover, our meta-analysis focused on studies that used fundus image as an examination method, the main shortcoming of which is that it could only produce 2D images, while the structure of retina is actually 3D. From the perspective of techniques, optical coherence tomography (OCT) that could capture the cross-sectional axial of retina through light coherence has an advantage of macular edema visualization and has largely supplanted fundus image in macular edema detection (51, 52). Thus, algorithms should also be trained to interpret OCT images in order to better diagnose macular edema. Furthermore, the artificial intelligence method that could make use of both fundus image and OCT might get better results (52).

We strictly adhered to the guidelines for diagnostic reviews (19). A comprehensive literature search was conducted in not only medical databases but also engineering and technology databases. High-quality and large-scale clinical studies published so far were included in our studies. Sensitivity analysis was conducted to evaluate the robustness of our results. We extracted data that possibly affect the performance of neural networks and image recognition, such as image resolution and characteristics of neural networks, and investigated the heterogeneity resulted from them using meta-regression analysis (41, 53). However, our study had some limitations. First, there were overlapped samples in several studies due to the duplicated data sources used in the original studies. It is difficult to evaluate the influence of the overlapped samples because details of these databases were rarely mentioned in the published paper. Second, the risk of bias was high or unclear in more than half of the studies, especially in the domain of patient selection. It was difficult for us to judge whether consecutive patients were enrolled in some open databases, so the combined sensitivity and specificity might be underestimated due to the possible inconsecutive diseases spectrum. Third, in the subgroup analysis evaluating the effect of CNN models,
only one or two studies contributed data to the VGGNet, EyeArt, and net B subgroups. Since such a small number of studies were included in the analysis, the credibility of our results weakened (54). Fourth, though neural network algorithms have good accuracy in classifying DR severity, they lacked interpretability (55). In other words, the optimum pair of sensitivity and specificity was achieved by optimizing parameters rather than by finding the best cut-off point or threshold. Therefore, since there were no thresholds in traditional sense in these studies, we could not extract and make a comparison of them.

Conclusions

Our review demonstrates the promising performance of neural networks in DR classification using retinal fundus images. Further improvement of diagnostic performance might rely on development of new algorithms rather than only increasing image resolutions or number of images in training sets.
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